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Assumptions

• We assume that all datapoints (examples)
are drawn independently from a fixed
probability distribution defined by the
particular problem.

• This is almost never the case!!!



Evaluating Hypothesis

• Given observed accuracy of a hypothesis over a limited
sample of data, how well does this estimate it’s accuracy
over additional examples?

• Given that one hypothesis outperforms another over some
sample of data, how probable is it that this hypothesis is
more accurate in general?

• When data is limited what is the best way to use this data
to both learn a hypothesis and estimate its accuracy?



Estimating Hypothesis Accuracy

• Estimating the accuracy with which it will classify future
instances - also probable error of this accuracy estimate!!!

• A space of possible instances X.
• Different instances in X may be encountered with different

frequencies which is modeled by some unknown
probability distribution D.

• Notice D says nothing about whether x is a positive or
negative instance.



Learning Task

• The learning task is to learn the target concept, f, by
considering a space H of possible hypothesis.

• Training examples of the target function f are provided to
the learner by a trainer who draws each instance
independently, according to the distribution D and who
then forwards the instance x along with the correct target
value f(x) to the learner.

• Are instances ever really drawn independently?



Sample error

• Are instances ever really drawn independently?

• Sample error - the fraction of instances in some
sample S that it misclassifies

• Where n is the number of samples in S, and δ
(f(x),h(x)) is 1 if f(x) ≠h(x) and 0 otherwise
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True Error

• True error - probability it will misclassify a single
randomly drawn instance from the distribution D

• Where Prx∈D denotes that the probability is taken
over the instance distribution D.
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Sample error versus True error

• Really want errorD(h) but can only get
errorS(h).

• How good an estimate of errorD(h) is
provided by errorS(h)?



Problems with Estimating
Accuracy

• Bias in Estimate
• Variance in the Estimate



Bias in Estimate
• Observed accuracy of the learned hypothesis over the

training examples is an optimistically biased estimate of
hypothesis accuracy over future examples.

• Especially likely when the learner considers a very rich
hypothesis space, enabling it to overfit the training
examples.

• Typically we test the hypothesis on some set of test
examples chosen independently of the training examples
and the hypothesis.



Variance in Estimate

• Even if the hypothesis accuracy is measured over
an unbiased set of test examples, the measured
accuracy can still vary from true accuracy,
depending on the makeup of the particular set of
test examples.

• The smaller the set of test examples, the greater
the expected variance.



Types of Bias

• Machine Learning Bias
• Systematic Error Bias
• “Straight Statistical” Bias



Machine Learning Bias

• Every inductive learning algorithm must
adopt a bias in order to generalize beyond
the training data.

• This is good and bad!



Systematic Error Bias

• If there is systematic error in the training set, the
learning algorithm cannot tell the difference
between systematic error and real structure in the
dataset.

• Therefore systematic error will also create a bias
in the estimate.

• Systematic error example - pull-down menus



Statistical Bias

• Statistical Bias is the systematic error for a given
sample size m.

• So this will include “straight statistical bias” and
also the ML Bias and the Systematic Error Bias.

• “straight statistical bias”is the notion that as the
training set size gets smaller, then the error will go
up.



Statistical Bias Formula

• StatBias(A,m,x) = f´(x) - f(x),
where A is the learning algorithm, m is the
training set size, x is a random example, and
f´ is the expected value of f, where the
expectation is taken over all possible
training sets of fixed size m.
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Variance

• Variance(A,m,x) =E[(fS(x)-f´(x))2],
where fS  is a particular hypothesis learned
on training set S.

• Variance comes from variation in the
training data, random noise in the training
data, or random behavior in the learning
algorithm itself.



Error

• So error is just made up of Bias and Variance.

Error(A,m,x)=Bias(A,m,x)2+Variance(A,m,x)

• Remember that the Bias includes “straight
statistical bias”, Machine Learning Bias, and
Systematic Error Bias

• Also Bias is squared only because Variance is
already squared



Four Important Sources of Error
• Random variation in the selection of the test data - got

today right

• Random variation in the selection of the training data -
stock newsletters

• Randomness in the learning algorithm (e.g., initial
weights) - trying 2000 seeds and only one works well

• Random classification error - guys on the line entering data



Dealing with Error
• Good statistical test should not be fooled by these sources

of variation.

• To account for test-data variation and the possibility of
random classification error, the statistical procedure must
consider the size of the test set and the consequences of
changes in the test set.

• To account for training-data variation and internal
randomness, the statistical procedure must execute the
learning algorithm multiple times and measure the
variation in accuracy of the resulting classifiers.



What is Overfitting

• Given a hypothesis space H, a hypothesis h∈H is
said to overfit the training data if there exists
some alternative hypothesis h´∈H, such that h has
a smaller error than h´ over the training examples,
but h´ has a smaller error that h over the entire
distribution of instances.

• Not a very useful definition!



What causes Overfitting?

• Why would complexity cause overfitting???

• What about multiple comparisons?



Sampling Distributions for 1 die and 10 dice?



Multiple Comparisons

• Cause overfitting, oversearching, feature selection
problems

• Solutions
– New test data
– Bonferroni & Sidak (mathematical adjustment, assumes

independence)
– Cross validation - biased if k is to large because then

the training sets are virtually the same - leave one out
– Randomization tests - my favorite - drawback is time

complexity - but to estimate p-values between .1 and
.01 usually requires no more than 100-1000 trials



Why does Pruning Decision
Trees Work?

• By pruning decision trees we are making the
hypothesis space smaller (only small decision
trees are allowed) so the effect of the multiple
comparison’s problem is reduced.

• Do I believe this?



10-fold Cross Validation

• Break data into 10 sets of size n/10.

• Train on 9 datasets and test on 1.

• Repeat 10 times and take a mean accuracy.



Experiments with Standard
Deviation



Experiments with Learning
Curves



Summary

• What questions are we interested in asking?

• 10-fold Cross validation

• Problems to watch out for in experimental design

• Real cause of overfitting.


