Proposed Framework for Training PCA on Hand Images
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Proposed Framework for Classification of Hand Images with
PCA

Input
Image
Reduced
Principal
Components
Conversion Mean
Segmentation Image
Nu.rrn',t]iszuiun
Truncation I
- Concatenate
Transpose I
Subtract Mean

Image

Reduced MNormalised
Principal Intensity |
Components Vector
Vecotor
| Multiplication |-
& Transposc
w"tight

Vector




Example

A
" >
’
2 -2 1 -1
X =
5 -5 -1 1

Eigenvalues-eigenvectors

15 0

ezgenvaluesz[ 0 05

J . _[ 37 .93 J
eigenvectors =

-93 .37



PCA does not always find the best combination to reveal the
structure of data as it maximizes the overall variance and does
not take into account the within class (nor between class) data
distribution.

¢ No information about data structure, class labels, 1s used in

PCA.
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How to best separate the following data clusters ?

The maximum distance between the mean values of the cluster
lies in B direction defines line passing through 0.
e The value of projection Y=B'-X
e [f data clusters are small B is a good choice; find more
projection directions in space orthogonal to direction B.
If we denote X the set of point from class 1 and X, the set of
points for class 2, the direction of B is:
B=21%
Xl'Xz

e This is not the optimal solution.
e (Covariance of the two distributions should be taken into

account:
|

Elements of statistical learning (Hasti, Tibshirani and Friedman
2001)




Goal

Find transformation Y = W'X that maximizes the distance
between the projected mean values while keeping the within
class variances low to separate the classes:

‘Yl-Yz‘Z‘WT(Xl-Xz)

e [t can be written as:

N

S5 1s the between-class scatter matrix

e The distance should be large relatively to the variance
(scatter) to separate the classes
We would like to find the transform W that maximizes the
determinant of the between classes scatter while minimizing the
determinant of the within classes scatter.
e Move images of the same hand signs closer together, while
moving images of difference hand signs further apart.

Reminder: PCA chooses projection to maximize determinant of
total scatter:

W =arg mVEX‘WTSTW‘

opt

Total scatter:

Sp=D (x,—u)(x,—u)'



Here:
WS )
WS, W)

/4

opt — al'g max

A vector maximizing the above ratio must satisfy the
generalized eigenvalue problem:

S;w, =AS,w, i=12,...,m

If the matrix Sy i1s non-singular, it reduces to the eigenvalue
problem. Find A and w such as:

Sy SpW =AW,
For a set of N sample images:
X, X,,...,X.}
With each image belonging to one of the c classes of the dataset:
Ko Xgseos X}

We can define the between-class scatter matrix:

Sy =iB(ﬂi — 1)t — )’

and the within-class scatter matrix:

Sy =D B 35— 1)k — 1)’

i=1 xeX;

S, =S, +5,

e Reminder: T

e “In the LD feature space, classification scheme such as the
nearest neighbour rule works more effectively” (CUI 95)

e Better space in terms of classification of signs



The Dimension problem

The discriminant analysis procedure encounters problem as soon
as the the within-class scatter matrix becomes degenerate.
e High dimension of the input image compared to the
reduced number of training samples (N < n)
e Number of classes <= Number of training samples
e Dimension of Sy i1s n*n

Need first to reduce the space dimension so as to obtain a
within-class scatter matrix Sw which is not singular.
e Use PCA approach first:
o Retain the variance
o Eliminate meaningless (close to zero) eigenvalues
o Projection to a lower-dimensional space
e Use LDA afterwards

The problem is now:

Find linear transformation /¥ mapping n-dimensional image
space into m-dimensional feature space (m<n):

y.=W'x, k=12,...N y e R"

with:
WT :WT WT

optim lda" " pca

VVP =argmax s, ]

WIWLS W,

peca peca

WIS, W,

peca peca

W;da =arg max



Algorithm 22.6: Canonical variates identifies a collection of linear features that
separating the classes as well as possible.

Assume that we have a set of data items of g different classes. There are ny, items
in each class, and a data item from the k'th class is @y 4, for i € {1,...,ni}.
The j'th class has mean p;. We assume that there are p features (i.e. that the
@x; are p-dimensional vectors).

Write g for the mean of the class means, i.e.

1 L)
A== n
9=
Write
B = mzmj —E)lp; — 1)
i=1

Assume that each class has the same covariance ¥, which is either known or

estimated as
1 g N .
E=m2{2(mc,i_ﬂc”mc,i—ﬂcj }

c=1 i=1
The unit eigenvectors of -8B — which we write as vy, vq,...,v4, where the

order is given by the size of the eigenvalue and v, has the largest eigenvalue —
give a set of features with the following property:

e Projection onto the basis {wq,..., vx} gives the k-dimensional set of linear
features that hest separates the class means.
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Eigenbase and Eigenfaces
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A few eigenfaces

“Illumination variations account for more in the dataset than variations

ba

due to changes in speaker faces



