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Eigenvalues-eigenvectors 
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PCA does not always find the best combination to reveal the 
structure of data as it maximizes the overall variance and does 
not take into account the within class (nor between class) data 
distribution. 

• No information about data structure, class labels, is used in 
PCA. 

 
 

Belhumeur(97) 
 
 
 
 
 
 
 



 
How to best separate the following data clusters ? 
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The maximum distance between the mean values of the cluster 
lies in B direction defines line passing through 0. 

• The value of projection Y=BT⋅X 
• If data clusters are small B is a good choice; find more 

projection directions in space orthogonal to direction B. 
If we denote X1 the set of point from class 1 and X2 the set of 
points for class 2, the direction of B is: 
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• This is not the optimal solution. 
• Covariance of the two distributions should be taken into 

account: 

 
Elements of statistical learning (Hasti, Tibshirani and Friedman 

2001) 



Goal 
 
Find transformation Y = WTX that maximizes the distance 
between the projected mean values while keeping the within 
class variances low to separate the classes: 
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• It can be written as: 
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SB is the between-class scatter matrix 

 
• The distance should be large relatively to the variance 

(scatter) to separate the classes 
We would like to find the transform W that maximizes the 
determinant of the between classes scatter while minimizing the 
determinant of the within classes scatter. 

• Move images of the same hand signs closer together, while 
moving images of difference hand signs further apart. 

 
Reminder: PCA chooses projection to maximize determinant of 
total scatter: 
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A vector maximizing the above ratio must satisfy the 
generalized eigenvalue problem: 
 

miwSwS iWiiB ,,2,1 …== λ
 

If the matrix SW is non-singular, it reduces to the eigenvalue 
problem. Find λ and w such as: 
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For a set of N sample images: 
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With each image belonging to one of the c classes of the dataset: 
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We can define the between-class scatter matrix: 
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and the within-class scatter matrix: 
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• Reminder: wT BS S S= +  
  

• “In the LD feature space, classification scheme such as the 
nearest neighbour rule works more effectively” (CUI 95) 

 
• Better space in terms of classification of signs 



 
The Dimension problem 

 
The discriminant analysis procedure encounters problem as soon 
as the the within-class scatter matrix becomes degenerate. 

• High dimension of the input image compared to the 
reduced number of training samples (N < n) 

• Number of classes <= Number of training samples 
• Dimension of SW is n*n 

 
Need first to reduce the space dimension so as to obtain a 
within-class scatter matrix SW which is not singular. 

• Use PCA approach first: 
o Retain the variance 
o Eliminate meaningless (close to zero) eigenvalues 
o Projection to a lower-dimensional space 

• Use LDA afterwards 
 
The problem is now: 
 
Find linear transformation W mapping n-dimensional image 
space into m-dimensional feature space (m<n): 
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with: 
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Eigenbase and Eigenfaces 
 

 
(University of Delaware) 

 

 
A few eigenfaces 

 
“Illumination variations account for more in the dataset than variations 

due to changes in speaker faces” 


