
THE UNIVERSITY OF AUCKLAND
Computer Science 415.314FC Test

11 April 2000, 7.00 – 8.00 pm
• Attempt all questions
• Time allowed 1 hour : total marks = 50
• Answer questions in the spaces provided on the question paper
• Approximate calculations only are needed – no calculators allowed
• Two pages for extra answers are at the end of the question/answer paper

1. (a) Explain why parity checks are used in data transmission (why, not how) (2 marks)

(b) What is meant by (i) even parity and (ii) odd parity. (1 mark)

(c) Can a single parity bit detect in a message

• one bit in error (1 mark)

• two bits in error (1 mark)

• more than two bits in error? (1 mark)

(Question = 6 marks)
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Parity checks are used to detect transmission errors.

Parity detects errors, but DOES NOT correct errors.

(i) Even parity adjusts the total number of 1-bits in a character or 
message to be even (a multiple of 2).

(ii) Odd parity adjusts the total number of 1-bits in a character or 
message to be odd (not a multiple of 2).

It is quite WRONG to say that even parity checks bits 0, 2, 4, 6, etc and 
odd parity checks bits 1, 3, 5, 7, 9 … .

Yes

No

odd count of errors yes.
even count no

A lot of answers here said 
“sometimes”  or “perhaps”  or “half 
the time” but did not say when.



2. Most communications protocols involve sending a message and waiting for a reply before
sending anything more. What features should the protocol include to protect against –
(a) One or more bits being corrupted in a message (1 mark)

(b) Receiving no reply or acknowledgement to a message (1 mark)

(c) The two situations which might result from a lost message, or a lost reply. (2 marks)

(Question = 4 marks)
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Parity checks, or better still a checksum or cyclic redundancy check (CRC). 
Also known as a Frame Check Sequence (FCS).

Not a Hamming code. Error correcting codes are very seldom used in normal 
data communication, at least at the levels that we handle.

A timeout to force retransmission of the message for which no reply was 
received.

ACKs and NAKs etc follow from the timer and timeout.

If the message itself is lost a retransmission will recover from the 
problem.

If the reply was lost the retransmission will mean that the message will 
be received twice and the duplicate copy should be rejected by the 
receiver. 

This means that we must have sequence numbers to detect missing or 
duplicated messages.

( A lot of answers here problems that might cause a lost message, rather 
than the problems which might follow from a lost message, 



3. (a) What is flow control, and why is it necessary? (2 marks)

(b) Give three different flow control mechanisms. (3 marks)

(Question = 5 marks)

4 . According to Shannon’s result the capacity C of a noisy channel with bandwidth W and
signal and noise powers S and N is C = W log2(1+S/N).
Assuming a channel with a bandwidth of 1 MHz, calculate the channel capacities —
(a) with a signal noise ratio of 0 dB (zero decibels) (3 marks)

(b) with a signal noise ratio of 5 dB (assume log103 ≈ 0.5) (2 marks)

(Question = 5 marks)
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Flow control involves some sort of signalling from a receiver to make 
the transmitter stop sending or reduce its transmission rate.

It is needed to avoid buffer overflow or congestion within the receiver.

1. RTS - CTS signalling over DTE/DCE interface
2. XON/XOFF signalling over a character-oriented channel
3. RR/RNR control frames over an X.25 link
4. Adjustment of window sizes

Just what is “signalling” that so many answers used?

Zero dB corresponds to a S/N ratio of 1.

Then the capacity is C = 1M × log2(1+1) = 1M × log2(2) = 1 Mb/s

(The answer here MUST specify the units.) 
A S/N ratio of 0dB does not mean that there is no signal. It means that their ratio 
has a logarithm of 0 and the ratio = 1. Signal and noise have the same power, so 
turning the signal on and off definitely makes a difference.

As a signal/noise ratio R is 10× log10(R) dB, then for 5 dB, log10(R) = 0.5.
But as log10(3) is given as 0.5, then R = 3.

Then the capacity is C = 1M × log2(3+1) = 1M × log2(4) = 2 Mb/s



5. The diagram shows a signal constellation for a modem or similar communications device.

(a) How many phase shifts are used? (1 mark)

(b) How many amplitudes are used? (1 mark)

(c) What would be the baud rate for 9,600 bit/s? (1 mark)

(d) Why are not all amplitude & phase combinations used? (2 marks)

(Question = 5 marks)

6. A (7, 4) Hamming code uses even parity for each of the checks and has its data bits (D) and
parity bits (P) arranged as PPDPDDD.  Check the received word 0110101 for errors and
correct it if necessary. (Question = 5 marks)
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12

3

2400 (see above)

The combinations of amplitude and phase are chosen to keep the 
points of the constellation well spaced. 

This minimises the confusion if noise ‘blurs’ the points into possibly 
overlapping regions.

Error correction (with trellis coding) applies only at higher data 
speeds or at 9600 bps but with more constellation points.

The bits are clearly numbered 1 to 7 from left to right (from the 
positions of the three parity or check bits).

Then group1 (bits 1, 3, 5, 7) has 3 1’s - fails
Group 2 (bits 2, 3, 6, 7) has 3 1’s – fails
Group 4 (bits 4, 5, 6, 7) has 2 1’s – OK

The error is then in bit (1+2) = 3 and the received word should be

0100101

Some people somehow forced the number of bits up to 11, and some 
assumed that the bit number from the syndrome just applied to the 
four data bits.
Others said that if P1 and P2 fail we should correct bit 1 and bit 2, 
rather than bit 1+2=3.

The constellation has 16 
points, which can encode 
log216 = 4 bits. 

For a data rate of 9,600 bps, 
the signalling rate is therefore 
9600/4 = 2400 baud.



7. Briefly explain the functions of the following
(a) The DataLink Layer of the OSI model (2 marks)

(b) The Network Layer of the OSI model (2 marks)

(c) A “Service Access Point” or “Port” (2 marks)

Explain how information might be transferred between DataLink and Network Layers
(in both directions), including the SAPs or Ports. (4 marks)

(Question = 10 marks)
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The DataLink Layer is responsible for reliably transferring 
data between two physically connected stations. 
It uses the basic data transport of the Physical Layer below 
and provides services to the Network Layer above.

A network is a collection of point-to-point links. The DataLink Layer 
provides a reliable transfer over each link; the Network Layer finds routes 
through the network between separated end stations or end-nodes.
A LOT of answers said “billing” — perhaps an MSIS emphasis?

A SAP or Port allows many different “users” in a layer above to work into the 
layer below. 

Each upper-layer user or service has a unique port number which is attached to 
each outgoing message. 

Each incoming message has its port used to switch the message to the correct user.

The answer DOES NOT expect hardware “ports” where you plug something in.

The DataLink Layer receives data from the Network Layer as a 
DataLink Service Data Unit (D-LSDU), possibly through a 
subroutine (or procedure or method) call, or possibly as a message 
placed into an input queue. In either case the message has an 
associated “Port Number” or “SAP number” to identify the user or 
user service. The D-LSDU is enclosed in a suitable “envelope”  
which includes the port number.

When the DataLink Layer receives a message from the network (via 
the Physical Layer) it extracts the Port number or SAP from the 
header (unwraps the incoming enverlope) and uses that number to 
steer the message to the correct Network port (and user).



8. This waveform represents an 8-bit character encoded for asynchronous transmission, and
includes the start of the next character. Logic “1” is low and “0” is high.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

Signal 0

logic
levels 1

early timeearly time later timelater time

At the top is a scale giving numbers of successive bits.

Use this scale to give the bit numbers of —

(i) the data bits of the first character, (2 marks)

(ii) the stop bit of the first character and (1 mark)

(iii) the start bit of the following character. (1 mark)

(Question = 4 marks)

9. Four stations are waiting to transmit with a p-persistent protocol (p = 0.2).
Show that the probabilities of no station attempting to transmit and of a successful 
transmission are both about 40%.

(a) The probability of no station attempting to transmit (2 marks)

(b) The probability of a successful transmission. (2 marks)

(Question = 4 marks)
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bits 5 – 12

bit 13

bit 15

The probability of any one station not transmitting is 1–p = 0.8.

The probability of all 4 stations not transmitting at the same time is 
0.8 × 0.8 × 0.8 × 0.8 = 0.4096, which is about 40%

Answers for questions like this one should include some explanation about 
where the numbers come from. I would hate to give marks if if you got the 
right answer for the wrong reason!

All of the values here are chosen to be like powers of 2, to help calculation.

A successful transmission occurs if any one station transmits and all other 3 
stations remain idle.

As a transmission occurs with probability p = 0.2 and stations remain idle with 
probability 1–p = 0.8, the probability of one particular station sending and the 
other 3 remaining idle is 0.2 × 0.8 × 0.8 × 0.8 = 0.1024.

But as there are 4 ways that a successful transmission can occur, the probability 
of any transmission succeeding is 4 × 0.1024 = 0.4096, again about 40%
The important word is “show” — no explanation = no marks!

Give bit numbers, 
NOT bit values.


